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A B S T R A C T   

In today’s digital era, social media has become a new tool for communication and sharing information, with the 
availability of high-speed internet it tends to reach the masses much faster. Lack of regulations and ethics have 
made advancement in the proliferation of abusive language and hate speech has become a growing concern on 
social media platforms in the form of posts, replies, and comments towards individuals, groups, religions, and 
communities. However, the process of classification of hate speech manually on online platforms is cumbersome 
and impractical due to the excessive amount of data being generated. Therefore, it is crucial to automatically 
filter online content to identify and eliminate hate speech from social media. Widely spoken resource-rich lan-
guages like English have driven the research and achieved the desired result due to the accessibility of large 
corpora, annotated datasets, and tools. Resource-constrained languages are not able to achieve the benefits of 
advancement due to a lack of data corpus and annotated datasets. India has diverse languages that change with 
demographics and languages that have limited data availability and semantic differences. Telugu is one of the 
low-resource Dravidian languages spoken in the southern part of India. 

In this paper, we present a monolingual Telugu corpus consisting of tweets posted on Twitter annotated with 
hate and non-hate labels and experiments to provide a comparison of state-of-the-art fine-tuned deep learning 
models (mBERT, DistilBERT, IndicBERT, NLLB, Muril, RNN+LSTM, XLM-RoBERTa, and Indic-Bart). Through 
transfer learning and hyperparameter tuning, the models are compared for their effectiveness in classifying hate 
speech in Telugu text. The fine-tuned mBERT model outperformed all other fine-tuned models achieving an 
accuracy of 98.2. The authors also propose a deployment model for social media accounts.   

1. Introduction 

Hate speech, is a form of verbal or written communication that tar-
gets individuals or groups based on their race, religion, ethnicity, 
gender, or other characteristics, and has appeared as a significant 
concern in the digital age [1]. The rise of social media platforms and 
online communities has provided a fertile ground for the spread of hate 
speech, posing serious threats and evidence of the harm it can cause to 
societal harmony, individual well-being, and freedom of expression 
[2–4]. The lack of controlled tolerance levels and regulations is still a 
topic of discussion in hate speech [5–8]. The multifaceted technological 

advancement boosts the availability of the models that aim to distin-
guish hate speech from non-hateful content, empowering content 
moderators, social media platforms, and law enforcement agencies to 
take prompt action against hate speech offenders [9]. 

English and other widely spoken languages have seen considerable 
progress in the hate speech classification due to the availability of large 
corpora making them resource-rich languages [10–13]. However, for 
languages like Telugu, which has limited available resources and 
research on hate speech, the task becomes even more challenging. 
Telugu, a widely spoken Dravidian language in the Indian states of 
Andhra Pradesh and Telangana, has received little attention in hate 
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speech research and development. 
Hate speech detection has its own set of challenges, with data scar-

city and non-availability of models for downstream NLP tasks being of 
significance [14,15,16,17]. 

Different strategies have been utilized for hate speech identification, 
including traditional rule-based approaches, traditional machine 
learning classifiers [18–20], deep learning-based classifiers [21–23], 
and hybrid approaches [21,24]. Transformers [25] is a deep learning 
architecture based on a multi-head attention mechanism [26]. Trans-
formers have no recurrent units and therefore require much less time 
than RNN [14] and LSTM [27]. 

While large language models (LLMs) [28] have shown remarkable 
progress in hate speech recognition for rich-resource languages like 
English, their application to low-resource languages poses more chal-
lenges. The multilingual state-of-the-art transformer models perform 
well for resource-constrained languages, it is seen that transformer 
models trained on monolingual datasets perform well provided suffi-
cient data is available [29]. 

In this paper, we have attempted to answer the two important 
challenges: Data Scarcity and availability of the model. Our contribution 
to the data scarcity challenge is the creation of a monolingual labeled 
and balanced Telugu corpus of approximately 38,000 tweets annotated 
for hate and non-hate labels. The second challenge of the availability of 
models was handled by employing transfer learning and hyper-
parameter fine-tuning of seven state-of-the-art transformers and one 
deep learning method. All the models were evaluated, and results were 
compared and analyzed to find the best-suited one. The rest of the or-
ganization of the paper is as follows: Section 2 presents a literature re-
view, Section 3 presents the methodology, Section 4 presents the 
creation of a dataset, Section 5 presents an experimental study, Section 6 
presents Result analysis, a deployment model is proposed in Section 
7and finally the work concludes in Section 8. 

2. Related work 

Hate speech detection has become a pressing concern in the era of 
social media and online communication platforms. The rise in hate 
speech incidents has led researchers to explore various techniques, 
including machine learning, deep learning, and transformer-based 
models, to combat this issue effectively. Most research work circles 
around widely spoken languages like English. However, Indian lan-
guages are less explored due to the non-availability of a large corpus, 
thereby hindering the progress of models for NLP tasks. Recently, 
transformer models have been released for a few Indian languages [30, 
29,31] like Hindi, Marathi, and Bengali. The work done also suggests 
that models trained on monolingual datasets perform better [29,27]. 
Many competitions of notable importance have been organized such as 
SemEval 2018, SemEval 2019 [32,33], HASOC 2020, and GermEval 
2018 [34] to dive into finding the improved result for NLP tasks. In 
response, researchers have curated datasets from multiple sources for 
non-English-based languages and fueled the path to explore ways and 
contrast the feature sets and approaches for hate speech detection like 
machine learning methods incorporating supervised, unsupervised, and 
semi-supervised approaches [35,36] and different classification algo-
rithms like Logistic Regression(LR), Support Vector Machines [37,38], 
deep learning approaches like Convolutional Neural Networks (CNN) 
[39], Recurrent Neural Networks (RNN) [14], and Long Short-Term 
Memory (LSTM) [36,40], and hybrid approaches harnessing the power 
of deep learning models and transformers [29,41,42,31,40,43]. The 
rapid evolution of neural networks to detect hate speech in multilingual 
data and analysis of the relationship between classification accuracy and 
other parameters like vocabulary size and quality have also been 
considered [44,45]. The literature review points to two major ap-
proaches used for automatic hate speech detection. First, the traditional 
machine learning approach and second deep learning approach. 

2.1. Traditional machine learning approaches 

The initial stages of hate speech detection heavily relied on tradi-
tional machine learning algorithms, which laid the foundation for sub-
sequent research in the field. Multinomial Naïve Bayes classifier was 
widely adopted for classification tasks and proved to be effective in hate 
speech detection for Indian languages [46,47,48]. In 2017, Davidson 
et al. made a pivotal contribution by introducing a dataset and various 
features specifically designed for hate speech detection [49]. This sem-
inal work marked the inception of systematic hate speech detection 
research and initiated a trajectory of advancements in the domain. 

One key aspect of traditional machine learning approaches was 
feature engineering. Researchers leveraged features such as n-grams, 
sentiment analysis, and lexical characteristics to represent textual con-
tent effectively. N-grams captured the sequential nature of language, 
while sentiment analysis gauged the emotional tone within the text. 
Lexical characteristics, encompassing vocabulary and linguistic pat-
terns, offered valuable insights into hate speech [50]. 

In conjunction with these features, traditional machine learning al-
gorithms employed classifiers like Support Vector Machines (SVM) [37, 
38], K-nearest neighbour, and Random Forests [43,51,52]. These clas-
sifiers played a pivotal role in distinguishing hate speech from other 
forms of communication. SVM, known for its effectiveness in binary 
classification tasks, showed promise in hate speech detection by creating 
decision boundaries that separated hateful content from non-hateful 
content [37]. 

The approach to ensemble decision trees-based models like random 
forest classifier, gradient boosting, and XGboost, etc., proved to attain 
better accuracy than single Machine learning algorithms [30,35,53,54]. 

While traditional machine learning approaches achieved promising 
results, they encountered challenges in dealing with the complexity of 
language and context. Hate speech often manifests in subtle linguistic 
nuances and can heavily rely on context for interpretation. Traditional 
approaches struggled to capture these subtleties effectively, leading to 
limitations in their accuracy and generalization [38]. 

These machine learning algorithms convert the input text to feature 
vectors having values and a classification model is trained on these 
vectors to accomplish the desired task. A general framework for machine 
learning-based hate speech classification models used in the mentioned 
research papers is shown in Fig. 1. 

In recent years, researchers have been exploring ways to bridge the 
gap between traditional machine learning and more advanced tech-
niques, incorporating elements of deep learning and transfer learning to 
enhance hate speech detection capabilities. This transition reflects the 
evolving nature of the field as it adapts to the changing landscape of 
online communication and the increasing sophistication of hate speech 
tactics. 

Traditional machine learning approaches played a pivotal role in the 
initial stages of hate speech detection research, providing valuable in-
sights and paving the way for subsequent developments. While these 
approaches achieved promising results, their limitations in handling 
linguistic complexity and context prompted the emergence of more 
advanced techniques. The integration of deep learning and transfer 
learning signifies a shift toward more robust and context-aware hate 
speech detection systems. 

2.2. Deep learning techniques for hate speech detection 

Deep learning has emerged as a powerful tool for hate speech 
detection, owing to its ability to capture intricate patterns and context 
within text data. The adoption of deep learning methods has signifi-
cantly improved the accuracy and robustness of hate speech detection 
systems. 

In 2018, Zhang et al. presented a groundbreaking approach to hate 
speech detection by introducing a Convolutional Neural Network (CNN) 
model [39]. This model demonstrated superior performance compared 
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to traditional methods. CNNs excel at capturing local patterns within the 
text, making them particularly effective at detecting hate speech, which 
often involves the use of specific phrases, keywords, and linguistic cues. 

Simultaneously, Ribeiro et al. introduced a hierarchical attention- 
based model in 2018 [55]. This approach addressed the need to cap-
ture nuanced hate speech by focusing on hierarchical representations 
and attention mechanisms. Hierarchical attention models allowed for 
the exploration of both word-level and sentence-level information, 
enabling a more in-depth analysis of hate speech content. 

The combination of the CNN-LSTM hybrid model for hate speech 
detection was proposed by Dutta et al. in 2021. Harnessing the power of 
the models the authors improved the detection accuracy to 88 percent 
[56]. 

Hostility detection using word embedding from fastText with CNN, 
BiLSTM, and GRU was done by Joshi et al. (2021) [54]. The use of 
domain-specific word embedding is suggested in combination with 
CNN, LSTM, and BiLSTM by Kamble and Joshi (2018) [57]. 

Since these seminal works, deep learning has continued to evolve in 
the context of hate speech detection. Researchers have explored various 
neural network architectures, including recurrent neural networks 
(RNNs), transformer-based models, and BERT, to further improve the 
accuracy of hate speech detection [14]. A general framework for deep 

learning models is shown in Fig. 2. 
Another key development has been the application of transfer 

learning and fine-tuning. Pre-trained language models like BERT have 
been adapted for hate speech detection tasks [15]. These models 
leverage large-scale pre-training on vast text corpora to understand and 
identify hate speech more effectively. Fine-tuning domain-specific data 
further refines their hate speech detection capabilities. 

In recent years, researchers have recognized that hate speech is not 
limited to text alone and have explored multimodal approaches that 
combine text, images, and videos. These approaches leverage deep 
learning techniques to analyze and understand the diverse content that 
constitutes hate speech in the digital age [16]. 

The integration of deep learning techniques and approaches has 
significantly enhanced the field of hate speech detection. From CNNs 
and hierarchical attention models to the latest advances in transfer 
learning and multimodal analysis, deep learning continues to drive 
progress in identifying and mitigating hate speech in online 
communication. 

2.3. Transformer-Based models for hate speech detection 

Transformer-based models have revolutionized the field of natural 

Fig. 1. A general model for ML algorithms.  

Fig. 2. A general framework for Deep Learning Algorithms.  
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language processing (NLP) and have proven to be highly effective in 
various NLP tasks. In the realm of hate speech detection, these models 
have brought about substantial improvements in accuracy and context 
awareness. 

In 2019, Devlin et al. introduced BERT (Bidirectional Encoder Rep-
resentations from Transformers), a breakthrough in NLP [58]. BERT’s 
innovation lies in its ability to understand the context of words by 
considering the entire sentence. This contextual understanding is crucial 
in the nuanced and often subtle world of hate speech. By capturing the 
full context, BERT can identify hate speech more accurately and 
comprehensively. 

Researchers quickly recognized the potential of BERT in the context 
of hate speech detection. By fine-tuning BERT on hate speech datasets, 
they harnessed its powerful language understanding capabilities to 
distinguish between hateful and non-hateful content effectively. This 
adaptation led to state-of-the-art results in hate speech detection [59]. 

Since BERT’s introduction, the Transformer family has continued to 
expand. Models like RoBERTa [60], ALBERT [61], and DistilBERT [62] 
have emerged, offering variations and enhancements to the original 
BERT architecture. These models have been explored and adapted for 
hate speech detection tasks, demonstrating the adaptability of 
Transformer-based architectures in addressing the evolving landscape of 
hate speech [63] 

Additionally, Transformer-based models have facilitated hate speech 
detection in various languages. Multilingual variants of BERT and other 
Transformers have been developed, enabling researchers to combat hate 
speech on a global scale [64]. These models consider linguistic nuances 
across different languages, making them invaluable for cross-cultural 
hate speech detection efforts. 

As the field of hate speech detection continues to evolve, researchers 
are exploring ways to optimize Transformer-based models further. 
Techniques such as model distillation and model ensembling are being 
investigated to improve efficiency and robustness. The adaptability and 
contextual understanding of Transformers position them as pivotal tools 
in the ongoing fight against online hate speech (Fig. 3). 

Transformer-based models, particularly BERT, have ushered in a new 
era of hate speech detection, enabling systems to comprehend the 
context and nuances of hateful language more effectively. Their versa-
tility, multilingual capabilities, and adaptability to evolving challenges 
make them indispensable in the quest to maintain safe online 
environments. 

2.4. Multimodal approaches for hate speech detection 

Hate speech is not limited to text alone; it often incorporates images, 
videos, and other media formats. Addressing this multifaceted challenge 
requires innovative approaches that can analyze and understand the 
diverse content that constitutes hate speech. Multimodal approaches 
have emerged as a powerful solution to this problem. 

In 2020, Lee et al. introduced a pioneering multimodal hate speech 
detection approach that combined textual and visual information [65]. 
This approach recognized that hate speech often relies on the synergy 
between text and accompanying media. By jointly analyzing textual 
content, images, and videos, researchers achieved significant improve-
ments in detection accuracy. 

Multimodal approaches employ text-image fusion techniques that 
allow the model to understand the relationships and context between 
the various modalities. These fusion techniques enable the system to 
recognize hate speech more effectively, even when it is implicit or relies 
on visual cues. 

Deep learning plays a crucial role in multimodal hate speech detec-
tion. Models like VGG, ResNet, and their variants are employed to 
extract features from images and videos, while transformer-based 
models, such as BERT, are used for textual analysis. The extracted fea-
tures are used to provide a holistic understanding of the content [66]. 

While multimodal approaches have shown promise, they also come 

with unique challenges, such as data acquisition and model complexity. 
Researchers are actively exploring strategies to overcome these chal-
lenges. Recent advancements in transfer learning, pre-trained models, 
and multimodal datasets have further propelled the field [67]. 

Multimodal hate speech detection has practical applications in con-
tent moderation on social media platforms and online communities. It 
enables more comprehensive and effective monitoring and removal of 
harmful content, contributing to safer online environments. 

As the field continues to evolve, future research may focus on 
refining multimodal models, expanding to additional languages, and 
addressing ethical considerations related to hate speech detection. 
Multimodal approaches are poised to play a pivotal role in the ongoing 
battle against hate speech on digital platforms. 

Multimodal Approaches represent a significant advancement in hate 
speech detection, as they enable systems to consider not only textual 
content but also visual and auditory elements. By comprehensively 
analyzing the multiple facets of hate speech, these approaches 
contribute to a safer and more inclusive online environment. 

Hate speech detection using machine learning, deep learning, and 
transformer-based models has seen considerable progress in recent 
years. Traditional machine learning approaches laid the foundation, but 
deep learning and transformer-based models, particularly BERT, have 
emerged as state-of-the-art solutions. Multimodal approaches and the 
use of pre-trained models have further enhanced the accuracy and 
robustness of hate speech detection systems. As the digital landscape 
evolves, continued research in this field is crucial to effectively combat 
hate speech and maintain safe online environments. 

Fig. 3. A General Transformer model [26]  
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3. Methodology 

3.1. Data collection 

To investigate hate speech in the Telugu language, we collected a 
comprehensive dataset of tweets. The data collection process involved 
the following steps:  

• Data Source: The primary source of data collection is Twitter.  
• Keywords and Hashtags: We identified relevant keywords and 

hashtags commonly associated with hate speech in the Telugu lan-
guage to filter the tweets.  

• Time Frame: The data was collected from June 2022 to June 2023.  
• Volume: A total of approximately fifty thousand tweets were 

collected to ensure a substantial and representative sample. 

3.2. Data preprocessing 

The collected tweets underwent extensive preprocessing to prepare 
them for annotation and model training:  

• Language Filtering: Non-Telugu tweets and tweets with significant 
code-switching were removed.  

• Duplicate Removal: Duplicate tweets and retweets were identified 
and eliminated.  

• Noise Reduction: Common noise elements such as URLs, emojis, 
and special characters were removed. Standard text normalization 
technique was applied to convert all text to lowercase and correct 
spelling errors.  

• Tokenization: Tweets were tokenized into individual words or sub- 
words as per the requirements of the Transformer models. 

3.3. Data annotation 

The preprocessed dataset was annotated by a panel of experts to label 
instances of hate speech:  

• Annotators: Five experts, aged between 25 to 35, with proficiency in 
the Telugu language and experience in social media content analysis, 
were referred.  

• Annotation Guidelines: Detailed guidelines were prepared to 
ensure consistency in identifying hate speech. These guidelines 
included definitions, examples, and borderline cases.  

• Annotation Process: Each tweet was examined by the annotators 
independently, and labels were assigned as ’hate speech’ or ’non- 
hate speech’. 

3.4. Model training 

Seven different Transformer models were trained on the annotated 
dataset to evaluate their effectiveness in detecting hate speech:  

• Model Selection: The following Transformer models were selected 
for training: mBERT, DistilBERT, IndicBERT, NLLB, MuRil, XLM- 
RoBERTa, and Indic-Bart and fine-tuned for Telugu.  

• Training Procedure: Each model was trained using a standard 
training-validation-test split. The training was conducted on a sys-
tem having 32 GB RAM and Nvidia RTX 3040 6GB GPU to handle the 
computational requirements.  

• Hyperparameter Tuning: A grid search was employed to fine-tune 
hyperparameters such as learning rate, batch size, and number of 
epochs.  

• Evaluation: The performance of the models was evaluated using 
standard metrics: Precision, recall, F1-score, and accuracy were 
computed to assess the classification performance. Fig. 4 shows the 
diagrammatic view of Methodology. 

4. Dataset collection & preprocessing 

4.1. Data acquisition 

In this evaluation study, we have embarked on a fascinating journey 
of harnessing the power of social media data to tackle the pertinent issue 

Fig. 4. Diagrammatic Representation of Methodology  
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of abusive language detection in the Telugu language. To accomplish 
this, we harnessed the vast expanse of Twitter as our primary data 
source, utilizing a powerful data collection social networking service in 
Python known as Snscrape. Our first step involved carefully curating our 
dataset by identifying specific keywords that are relevant to abusive 
language in Telugu. By inputting these keywords into Snscrape, we were 
able to retrieve an impressive corpus of approximately 50,000 tweets, all 
brimming with the potential to shed light on the prevalence of abusive 
language within this linguistic domain. However, the journey had just 
begun. Recognizing the need for pristine data, we dedicated consider-
able effort to cleaning and preparing our dataset for further analysis. 
This involved implementing robust data cleaning techniques to remove 
duplicate entries, manage missing values, correct formatting errors, and 
eliminate any irrelevant information that may have cluttered our data-
set. This meticulous process ensured that our subsequent analyses were 
based on accurate and reliable data. 

Next came the crucial step of annotation, a task that required human 
touch. Each tweet in our dataset was carefully evaluated and manually 
labeled by a team of five annotators having skills in reading and writing 
in the Telugu language, out of these five annotators, three were male and 
two females, all being in the age group of 25 to 35. The annotators 
discussed and annotated the tweets by unitedly agreeing to the decision 
to classify them as either positive or negative in terms of their language 
usage. This annotation process was conducted meticulously to ensure 
consistent and accurate labeling, empowering us with a valuable dataset 
that would serve as the foundation for training our abusive language 
detection model. This study holds immense significance, as abusive 
language detection plays a pivotal role in creating a safer and more in-
clusive online environment. By focusing specifically on the Telugu lan-
guage, we aim to address the unique linguistic nuances and challenges 
associated with abusive language in this context. As we progress further, 
our annotated dataset will serve as a valuable resource for training and 
refining sophisticated machine-learning models capable of automati-
cally identifying and flagging abusive language in Telugu. By leveraging 
the power of data and innovative technologies, we strive to contribute to 
the creation of effective solutions that foster respectful and responsible 
communication online. 

4.2. Data cleaning & preprocessing 

During the data cleaning process, we employed regular expressions 
to effectively clean each sentence. This involved the removal of men-
tions, user IDs, and emojis from the text. Additionally, we eliminated 
English words that were deemed irrelevant, as well as any non-relevant 
text that might have been present. By utilizing regular expressions, we 
ensured that the data was refined and prepared for further analysis or 
processing. The Dataset contains around 50,000 tweets, but in the pre- 
processing phase, we have found that the dataset is biased towards 
negative labels. We then removed around 10,000 negative tweets 
randomly, which made the whole dataset balanced. Table 1 showcasts 
the balanced dataset. 

Total of 135 stop words relevant to Telugu language were used. Some 
of Stop words used are: అందుకే’, ’అందులో’, ’అందులోని’, ’అందులోను’, 
’అని’, ’అను’, ’అప్పుడు’, ’అయితే’, ’అలా’, ’ఆ’, ’ఆంగ్లం’, ’ఆంధ్ర’, 
’ఆంధ్రప్రదేశ్’, ’ఆగష్టు’, ’ఆగస్టు’, ’ఆది’, ’ఆధారంగా’, ’ఆన్ని’, ’ఆరంభం’, 
’ఆరు’, ’ఆలోచనలకి’, ’ఇంకా’, ’ఇంగ్లీష్’, ’ఇది’, ’ఇదే’, ’ఇన్ని’, ’ఇప్పటికే’, 
’ఇవ్వడం’, ’ఇవ్వాలి’, ’ఇవ్వాల్సిన’, ’ఈ’, ’ఈగ’, ’ఈరోజు’ 

We have divided the data into three splits: Train dataset, Validation 
Dataset, and Test Dataset. The proportions for the dataset are given in 
Table 2. 

Samples of Dataset: 

Dataset Sample  

Content Label 

ఏరా ఎర్రిపుక ఒట్ స్టార్ మోడ్డ గూడు 1 
ఓరీ మబ్బు పుక పిబి అభిమానులు నా మోడ్లో ఓటు వేస్తే ఏంటి వేయకపోతే నాకేంటి 

జీవితం బాగుండాలి అంటే ఓటు వేస్తారు మోడ్డ గుడిసిపోవాలి అంటే జగన్ గదికి 
వేసుకుంటారు 

1 

మా కోడెల ఏంట్రాడెంగితే పుచ్చకాయ పగిలిపొద్ది 1 
పుకు నాకు రా కొజ్జా 1 
ట్విట్టర్ స్పేస్ బాగుండాలి అంటే వైఫై ఉండాలి సాధారణ మొబైల్ డేటా అయితే 

నెమ్మదిగా ఉంటుంది 
0 

నాకు ఎప్పుడో అద్రుష్టం 0 
అలా అయ్యినా హ్యాపీ నే అయితే మ్యాచ్ బాగుండాలి 0 
అదేంటి ఫ్యాన్స్ ఎమో షూట్ అవ్వక వాయిదా పడింది అన్నారు బాబు మంచితనం 

ఆహా 
0  

5. Model learning & experimental setup 

5.1. Model description 

In our hate speech recognition, we employed multiple models, 
including RNNs, LSTMs, and state-of-the-art Transformers. By using 
these different model architectures, we conducted extensive experi-
mentation to fully leverage the potential of our collected dataset. The 
objective was to develop a robust and accurate system for detecting and 
classifying hate speech. By exploring various models, we aimed to 
identify the most effective architecture that would enable us to achieve 
high performance in recognizing and mitigating hate speech instances. 

5.2. Experimental setup & learning approach 

5.2.1. Approach using RNN & LSTM 
In this step, we initially utilized the RNN + LSTM model, which has 

gained significant recognition for its robust performance in Natural 
Language Processing (NLP) tasks. The combination of RNN and LSTM 
layers enhances the model’s ability to capture sequential patterns and 
long-term dependencies within text data. The model is a sequential 
model, composed of various layers. It begins with an embedding layer 
that maps the input sequences to a lower-dimensional space (in this case, 
sixteen dimensions). This layer helps represent the words in a contin-
uous vector space, capturing their semantic relationships. 

Next, a dropout layer is applied to prevent overfitting by randomly 
deactivating some neurons during training, promoting better general-
ization of the model. Following the dropout layer, an LSTM layer is 
added. LSTM (Long Short-Term Memory) is a type of recurrent neural 
network that excels at capturing long-term dependencies in sequential 
data, making it particularly suitable for NLP tasks. To facilitate further 
processing, a flattened layer is employed, reshaping the LSTM layer’s 
output into a one-dimensional vector. This enables the subsequent dense 
layers to receive the sequential information in a more manageable 
format. The model then proceeds with a dense layer, comprising 512 
neurons, which applies a linear transformation to the input. This layer 
helps learn higher-level representations of the data. Another dropout 

Table 1 
Balancing the dataset  

Before Preprocessing After Preprocessing 

Label No. of. Tweets Label No. of. Tweets 
Negative 28,001 Negative 18,521 
Positive 19,957 Positive 19,514 
Total 47,958 Total 38,035  

Table 2 
Proportions of the Dataset for Training, Validation and Testing.  

Dataset No. of. Tweets Ratio 

Train 30,428 4 
Validation 7607 1 
Test 3804 1  
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layer follows to mitigate overfitting, and finally, a dense layer with a 
single neuron is used for binary classification (1 for "positive" and 0 for 
"negative"). In total, the model has approximately 1.2 million parame-
ters, which are learned during the training process. These parameters 
allow the model to adapt and make predictions based on the provided 
input data. Please refer to the given figure for specific metric values 
obtained during the model evaluation and training process. 

5.2.2. Approach using multiple transformers 
Transformer [68] models have revolutionized the field of Natural 

Language Processing (NLP) by introducing a groundbreaking architec-
ture that has reshaped the way we approach language understanding. 
Unlike traditional recurrent neural networks, transformers leverage 
self-attention mechanisms to capture global dependencies and re-
lationships within a sequence of words. This enables them to effectively 
model long-range dependencies, making them highly effective in tasks 
such as machine translation, sentiment analysis, question answering, 
and more. With their ability to learn contextual representations and 
capture fine-grained semantic relationships, transformer models have 
pushed the boundaries of NLP, leading to remarkable advancements in 
language understanding and generation, and playing a pivotal role in 
shaping the future of AI-powered language applications. 

The author’s approach to implementing multiple transformers for 
the evaluation work involved the utilization of various models, each 
having its unique characteristics and advantages. We began by imple-
menting the mBERT (multilingual BERT) model [69], which has gained 
considerable recognition for its effectiveness in multilingual natural 
language processing tasks. mBERT leverages a transformer architecture, 
allowing it to capture contextual information and semantic relationships 
between words in different languages. We observed promising perfor-
mance with mBERT, motivating us to explore further. 

Next, we experimented with DistilBERT-multilingual [70], a distilled 
version of BERT that offers similar performance while being more 
computationally efficient. This model retains the essential characteris-
tics of BERT but with a reduced number of parameters. The 
DistilBERT-multilingual model demonstrated favorable results, further 
encouraging us to diversify our transformer selection. 

We also incorporated the XLM-Roberta model [71], which is a robust 
variant of BERT designed for cross-lingual understanding. XLM-Roberta 
is pre-trained on a vast corpus containing multiple languages and ex-
hibits impressive performance across various language tasks. By 
leveraging XLM-Roberta, we aimed to leverage its multilingual capa-
bilities to enhance our language understanding and classification tasks. 

Additionally, we explored models specifically trained for Indic lan-
guages, such as IndicBERT [72], and MuRIL (Multilingual Representa-
tions for Indian Languages) [73]. These models are tailored to capture 
the unique linguistic characteristics and nuances of Indic languages, 
making them well-suited for the experiment. To implement all these 
models, we utilized the Hugging Face Transformers library, which 
provides pre-trained models and tokenizers for easy integration into our 
pipeline. Each model in this Indic language group had its tokenizer, 
ensuring optimal handling of language-specific tokens and vocabulary. 
For models like Indic-BERT, we utilized the Albert model and loaded the 
weights from the Indic-BERT model since Indic-BERT is based on the 
Albert architecture. This approach allowed us to leverage the benefits of 
the Indic-BERT training while utilizing the Albert model framework. For 
the MuRIL we have used a BERT tokenizer and model, as the [72] 
mentioned using BERT as the base model. 

It’s worth mentioning that not all models we experimented with had 
a sequence classification layer directly attached by Hugging Face. For 
models like NLLB (No Language Left Behind by Meta) [74] and Indic-
BART [75], which lacked a sequence classifier, we implemented a 
custom sequence classifier using PyTorch [76]. We employed a linear 
classification head to enable the models to perform sequence classifi-
cation tasks effectively. 

Throughout our experimentation, all the models exhibited powerful 

performance on our classification tasks. Detailed results and perfor-
mance metrics for these models can be found in the Evaluation and 
Metrics Section of the paper. The diverse set of transformers allowed us 
to manage multilingual and Indic language data effectively, highlighting 
the versatility and effectiveness of these models in our study. 

5.2.3. Hyperparameter settings and fine-tuning 
The hypermeter settings and fine-tuning of the model are crucial for 

achieving optimal performance. In this paragraph, we will delve into the 
learning rate, training configuration, optimization strategies, and addi-
tional techniques employed. 

Firstly, the learning rate is set at 2e-5, which is commonly used for 
fine-tuning pre-trained models. The number of training steps is fixed at 
10, with a linear scheduler for warmup comprising 10 % of these steps. 

For optimization, the AdamW optimizer is utilized with a weight 
decay parameter of 0.0001. Both training and evaluation batch sizes are 
set to 16, and the model is trained for 5 epochs. Gradient accumulation 
steps are configured to 2, which can help stabilize training and enable 
the use of larger batch sizes without running out of memory. 

In addition to these strategies, custom training arguments are pro-
vided, specifying output directory, weight decay, number of epochs, 
batch sizes, gradient accumulation steps, and reporting configuration for 
Weight & Biases integration. This integration enables tracking and 
logging of various metrics such as train and validation losses, accuracy, 
precision, recall, and F1 score, providing valuable insights into model 
performance. 

Furthermore, a custom training loop is incorporated for enhanced 
control over the training and evaluation process. This allows for detailed 
logging and evaluation at each epoch, facilitating better monitoring and 
adjustment of the training procedure. Overall, these hypermeter settings 
and fine-tuning techniques contribute to optimizing the model’s per-
formance for the specific task at hand. 

6. Evaluation result and metrics 

6.1. Evaluation metrics 

Hate speech detection is a binary classification problem; the 
commonly used evaluation metrics of any model for binary classification 
problems are F1 score, recall, precision, accuracy ROC-AUC, and 
confusion matrix, to gain a comprehensive understanding of their 
performance. 

F1 Score: The F1 score is a measure that combines both precision 
and recall into a single metric, providing an overall assessment of the 
model’s effectiveness. It balances the trade-off between precision (the 
ability of the model to correctly identify positive instances) and recall 
(the ability of the model to correctly capture all positive instances). A 
higher F1 score indicates better overall performance in terms of both 
precision and recall. The harmonic mean of precision and recall. It 
provides a balance between precision and recall. 

F1Score = 2 ∗ (Precision ∗Recall)/(Precision+Recall)

Recall: Recall, also known as true positive rate or sensitivity, mea-
sures the proportion of actual positive instances correctly identified by 
the model. It quantifies the model’s ability to capture all positive in-
stances, minimizing false negatives. A high recall indicates that the 
model is effective in identifying positive instances, thereby reducing the 
number of missed positive cases. The proportion of correctly predicted 
hateful instances out of all actual hateful instances. It measures the 
model’s ability to capture all hateful instances. 

Sensitivity/TPR/Recall = TP/(TP+ FN)

Precision: Precision assesses the proportion of instances identified 
as positive that are truly positive. It quantifies the model’s ability to 
avoid false positives. A high precision indicates that the model has a low 
rate of falsely labeling negative instances as positive. The proportion of 
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correctly predicted hateful instances out of all instances predicted as 
hateful. It measures the model’s ability to avoid false positives. 

Precision = TP/(TP+ FP)

Accuracy: Accuracy measures the overall correctness of the model’s 
predictions by comparing the total number of correct predictions to the 
total number of instances. It provides a general evaluation of the model’s 
performance across all classes. However, it may not be an appropriate 
metric if the dataset is imbalanced. The proportion of correctly classified 
instances (hateful or non-hateful) out of the total instances. 

Accuracy = (TP+TN)/(TP+TN+ FP+FN)

ROC-AUC: The Area under the Receiver Operating Characteristic 
curve measures the model’s ability to distinguish between hateful and 
non-hateful instances across various threshold settings. The Area under 
the Receiver Operating Characteristic curve measures the model’s 
ability to distinguish between hateful and non-hateful instances across 
various threshold settings. 

Confusion Matrix: Provides a detailed breakdown of true positives, 
true negatives, false positives, and false negatives, allowing for deeper 
analysis of model performance. Provides a detailed breakdown of true 
positives, true negatives, false positives, and false negatives, allowing 
for a deeper analysis of model performance. 

By utilizing these metrics, we gained a detailed understanding of 
each model’s performance. The F1 score allowed us to assess the overall 
effectiveness of the models, while recall and precision provided insights 
into their performance in positive and negative instances. Accuracy 
provided a broader perspective on the model’s overall correctness. 
These metrics played a crucial role in evaluating and comparing the 
models, enabling us to make informed decisions regarding their suit-
ability for this study. 

6.2. Test dataset performances of the models 

Table 3 shows the comparision of the performance of all fine-tuned 
models. Figs. 5–9 showcasts the performance of all fine-tuned models 
on F1-score,Precision, Recall, and Accuracy. 

6.3. Comparison and result analysis 

The experimental models display varying degrees of performance in 
hate speech identification, as reported by their F1Score, Precision, 
Recall, and Accuracy metrics. mBERT, DistilBERT, and Indic-BERT lead 
the pack with consistently high scores across all metrics, highlighting 
their robustness and reliability in classifying hate speech. Amongst them 
DistilBERT shows, efficient performance with reduced computational 
resources while managing Telugu language text. NLLB and MuRIL also 
show commendable performance, albeit with slightly lower scores 
compared to the top performers. Indic-BERT is trained in 12 Indian 
Languages, including Telugu, displaying robust performance in hate 
speech identification. RNN + LSTM shows decent performance with 
acceptable scores across metrics, including Recall, in hate speech iden-
tification with Telugu language text. However, has lower Precision 
compared to transformer-based models and might indicate a higher 

likelihood of false positives. Fine-tuned XLM-RoBERTa, although has 
low Precision and high Recall indicates the model’s ability to identify a 
considerable proportion of actual positive instances of hate speech in 
Telugu language text. Extremely low Precision may result in a higher 
number of false positives, leading to potential misclassification of non- 
hate speech as hate speech. Fine-tuned Indic-BART has moderate 
Recall suggests reasonable performance in identifying positive instances 
of hate speech in Telugu language text, due to Very low Precision and 
F1Score indicating a high number of false positives and lower overall 
performance compared to other models, potentially impacting effec-
tiveness in hate speech identification. 

7. Deployment model for social media 

The authors propose a deployment model (HSCS-SMMT) to use the 
best-suited model learned from the evaluation study explained earlier. It 
starts with a platform that can post any text for the user. The user will 
write the content for the post, the HSCS-SMMT will call the API of the HS 
model to detect whether the content or text is Hate or Non- hate. Once 
the model detects positive HS, the system will generate a warning for the 
user and will prompt the open-gen AI model to generate suggestions to 
correct the sentences. If the user agrees with the suggestion, the API call 
to the social media platform will be done and the content will be posted. 
Diagramatic view of the deployment model is shown in Fig. 10. 

8. Conclusion 

With the proliferation of digital platforms and social media, hate 
speech can quickly spread and negatively affect individuals’ safety and 
well-being, particularly in low-resource language communities. Effec-
tive identification of hate speech in low-resource languages like Telugu 
helps create safer online spaces and mitigates the harmful effects of 
online harassment and discrimination, thereby ensuring digital safety 
and well-being. It helps in preserving Cultural Integrity by promoting 
responsible communication practices and discouraging harmful lan-
guage use that could erode cultural values and traditions. Hate speech 
often targets marginalized communities based on ethnicity, religion, 
gender, or other factors. Hate speech classification in Telugu empowers 
these communities by providing them with tools to combat discrimi-
natory language and promote inclusivity and equality. It also provides 
valuable insights for policymakers and regulators to develop effective 
strategies for combating online hate speech and enforcing content 
moderation policies. By understanding the prevalence and nature of 
hate speech in Telugu, policymakers can tailor interventions to protect 
users and promote responsible online behavior. 

Developing hate speech identification models for low-resource lan-
guages like Telugu challenges NLP researchers to innovate and adapt 
existing techniques to resource-constrained environments. This 
advancement contributes to the broader field of NLP by expanding the 
applicability of algorithms and models to diverse linguistic contexts. It 
helps in promoting linguistic diversity in AI research and development 
by addressing social issues in non-English languages, NLP researchers 
contribute to creating more inclusive AI technologies that serve a global 
user base. 

In this study, we focused on hate speech classification in the Telugu 
language, we created a monolingual dataset and conducted a compre-
hensive evaluation of various transformer-based models fine-tuned. Our 
findings provide valuable insights into the performance of these models 
and their potential applications in addressing hate speech in Telugu text. 

The results of experiments indicate that transformer models, when 
fine-tuned for hate speech detection in Telugu, can achieve impressive 
results. Among the models evaluated, fine-tuned mBERT (Tel-mBERT) 
consistently outperformed the others in terms of accuracy, precision, 
recall, and F1 score. The model demonstrated the ability to effectively 
identify hate speech in Telugu text, highlighting the robustness and 
versatility of transformer-based architectures. 

Table 3 
Performance of all fine-tuned models.  

Model F1 Score Precision Recall Accuracy 

mBERT 98.2 98.2 98.2 98.2 
DistilBERT 98 98 98 98 
Indic-BERT 98.1 98.1 98.1 98.1 
NLLB 97.3 97.3 97.3 97.3 
MuRIL 97.9 97.9 97.9 97.9 
RNN + LSTM 91 92 91 91 
XLM-RoBERTa 85.3 85.5 85.3 85.3 
Indic-BART 33.9 25.7 50 51.3  
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However, it is worth noting that no single model is a one-size-fits-all 
solution, and the choice of model may depend on specific use cases and 
requirements. Fine-tuned DistilBERT (Tel-DistillBERT) and Fine-tuned 
IndicBERT (Tel-IndicBERT) also performed well and may be suitable 
for scenarios where computational resources are in question. 

Additionally, our experiments revealed that the custom Telugu 
dataset played a crucial role in the performance of these models. The 

quality and diversity of training data significantly impact a model’s 
ability to generalize and detect hate speech accurately. Therefore, 
ongoing efforts to curate and expand hate speech datasets in Telugu and 
other languages are essential for improving hate speech detection 
systems. 

Furthermore, traditional deep learning approaches, such as 
RNN+LSTM, did not yield significant performance improvements. This 

Fig. 5. F1 Score for all the fine-tuned models.  

Fig. 6. Precision Performance of all the fine-tuned models  

Fig. 7. Performance of Recall of all fine-tuned models  

N. Khanduja et al.                                                                                                                                                                                                                              



Systems and Soft Computing 6 (2024) 200112

10

suggests that fine-tuned transformer models are capable of accurately 
capturing complex linguistic patterns and context required for hate 
speech detection in Telugu. 

In conclusion, this study contributes to the field of hate speech 
detection by providing a comprehensive evaluation of transformer- 

based models on a custom monolingual Telugu dataset. While Tel- 
mBERT and Tel-DistillBERT emerged as the top-performing models, 
achieving an F1 score above 98. A deployment model is proposed to 
integrate the fined-tuned model in social media management systems. 
Future research should continue to explore and refine methods for hate 

Fig. 8. Accuracy for all fine-tuned models  

Fig. 9. Combined Performance Comparison of Test data with 8 Transformer models  

Fig. 10. Proposed Deployment Model  
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speech detection in various languages, considering the cultural and 
linguistic nuances that influence online discourse. 
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